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Abstract. Coronal Mass Ejections (CMEs) are immense eruptions of plasma and magnetic
fields that are propelled outward from the Sun, sometimes with velocities greater than
2000 km/s. They are responsible for some of the most severe space weather at Earth,
including geomagnetic storms and solar energetic particle (SEP) events. We LENclieneloped

nt. The tool features a web-based
user interface that allows the user to select a time period of interest, and employs RBSL
flux ropes to create stable and unstable pre-eruptive configurations within a background
global magnetic field. The properties of these configurations can first be explored in a
zero-beta magnetohydrodynamic (MHD) model. followed by complete CME simulations in
thermodynamic MHD, with propagation out to 1 AU. We describe design features of the interface
and computations, including the innovations required to efficiently compute results on practical
timescales with moderate computational resources. CORHEL-CME is now implemented at

NASA’s Community Coordinated Modeling Center (CCMC) using NASA Amazon Web Services

(AWS). It will be available to the public by the time this paper is published.

1. Introduction

Coronal Mass Ejections (CMEs) are magnificent displays of solar activity that propel plasma and
magnetic fields outward into the solar wind. In addition to the inherent scientific interest of such
phenomena, CMEs play a crucial role in space weather at Earth (e.g., [I]). When the magnetic
fields associated with CMEs contain significant southward pointed fields (oppositely directed
to the magnetic field at the Earth’s magnetopause, i.e., negative B, fields), they can reconnect
with the Earth’s magnetic field and peel away the protective magnetopause, an essential trigger
to geomagnetic activity. Therefore, the magnetic structure of CMEs is of vital interest. The
compression regions and shock waves created by these events also play an important role in the
acceleration of solar energetic particles (SEPs) [2].

CMEs have been observed for over four decades, and while a basic picture of their
magnetic structure has emerged, fundamental questions remain. Omne of the key reasons
why these questions remain unresolved is that it is difficult to measure the magnetic
field in the corona. CMEs produce ancillary signatures in a range of wavelengths that
give important clues to the underlying structure of CMEs, such as EUV waves [3],
EUV dimming signatures [4], and the three-part structure of CMEs observed in white
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light [5]. In order to reveal the physical (e.g.,magnetic) structure responsible for these
observed features, a model must include enough physics to reproduce observations for real
events. Thermodynamic magnetohydrodynamic (MHD) models of the solar corona, which
incorporate the relevant energy transport processes, have advanced to the point that they
can predict EUV /X-ray emission [6 [7, 8, 9, 10, 1T, 12], as well as scattering of white light
observed in coronagraphs and at total solar eclipses, for direct comparison with observations.

Thermodynamic MHD models are now com-

puted relatively routinely using the Magnetohydro-

dynamic Algorithm outside a Sphere (MAS) code
T User Selects CME within the CORona-HELiospheric (CORHEL)
modeling suite. However, it is still very challeng-

CME ing to model CME events, especially the most vi-

—— olent ones. The largest and fastest CMEs usually
= originate in localized active regions (ARs) on the
Sun. In addition to modeling the global corona,

the detailed structure of AR must also be resolved.

fime dependent Soluon To allow non-expert users to simulate CMEs in

— a realistic coronal and heliospheric environment,

Analysis we have developed CORHEL-CME, which pro-

p— vides MAS/CORHEL zero-beta and thermody-

*Validation namic MHD simulations using observed photo-

spheric magnetic fields as boundary conditions.

Figure 1. Framework diagram for Fig.[T] shows a diagrapa of the main S‘Feps in
CORHEL-CME. CORHEL-CME. In this paper, we describe the

software components of CORHEL-CME, the work

flow for creating CME simulations, some of the
computational shortcuts employed to make the CME simulations feasible on relatively modest
computer hardware, and the standard diagnostics that are output as part of a run. CORHEL-
CME is now implemented at NASA’s Community Coordinated Modeling Center (CCMC) using
NASA Amazon Web Services (AWS).

2. Components of CORHEL-CME

Realistically simulating CMEs for a given event requires several key elements. The background
corona and solar wind must be simulated for the time period of interest; this in turn requires
solar magnetic data. This data is typically in the form of full-Sun maps of the line-of-sight
magnetic field measured in the photosphere, from which the radial magnetic field is inferred.
Major CME events typically originate in solar active regions (ARs) where the magnetic fields
are highly energized (energy above the potential state), and so a pre-eruptive configuration
must be developed (also matching the photospheric field measurements). To accomplish these
tasks, CORHEL-CME employs the CORHEL modeling suite (described next), and models of
pre-eruptive configurations based on analytical flux rope models (described in section [2.2.1)).
Parameter specification for CORHEL-CME is made via a Web interface (section

2.1. CORHEL

Advanced simulations of CMEs require a background model of the solar corona and solar wind,
applicable to the time of the event that is being studied. CORHEL is a suite of coupled models
and tools for describing the corona and solar wind, developed by Predictive Science Inc. (PSI).
It has been delivered to the CCMC and AFRL, and solutions are available at PSI’s website
(www.predsci.com). The primary input data to CORHEL are synoptic maps of the radial
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photospheric magnetic field, B,, from observatories such as the National Solar Observatories
(NSO), SOLIS and GONG, and the Helioseismic and Magnetic Imager (HMI) aboard the Solar
Dynamics Observatory (SDO). An essential aspect of CORHEL’s modeling approach is to divide
the coronal and heliospheric domains, and to use different codes and approximations in each
domain. The outer boundary for the coronal solutions is placed beyond the Alfvén and sound
speed critical points, at 20-30 solar radii (Rs). The coronal solutions are used to drive the
heliospheric solutions (extending to 2 230Rg), which can be computed in either the inertial
frame or a frame co-rotating with the Sun [I3]. This approach has been applied to model the
propagation of observed CMEs from the low corona to 1 AU [I1I]. The MHD runs use MAS—a
high-performance code developed over several decades for studying the structure and dynamics
of the global corona and inner heliosphere [14] 15, 16, 17, 18 19, [§]. MAS can be run on
massively parallel CPU systems using MPI, and has been ported to GPUs using OpenACC [20)]
and Fortran standard parallelism [2I]. In thermodynamic MHD mode, MAS incorporates a
realistic energy equation; accounting for anisotropic thermal conduction, radiative losses, and
coronal heating. This allows plasma densities and temperatures to be computed with sufficient
accuracy to simulate extreme ultraviolet (EUV) and X-ray emission observed from space [6].
The equations solved in MAS are shown in Appendix A of [II]. The more recent versions of
MAS employ a Wave-Turbulence-Driven (WTD) approach for coronal heating and solar wind
acceleration; [22] [10] describe the additional equations solved. To rapidly explore the stability
and eruptive behavior of energized configurations, CORHEL-CME also employs the simpler
£ = 0 model (solution of the momentum equation and Faraday’s law with plasma pressure = 0,
e.g.,[23]), prior to employing the more computationally intensive thermodynamic MHD model.

2.2. CMFE Modeling

MHD simulations are a powerful tool for studying CMEs. Versions of the MAS code have been
employed in state-of-the-art CME models for many years [23], 24}, 25|, 26], 27, 28], 13| 11} 29]. Such
simulations are crucial for understanding CME initiation and evolution. Traditionally they have
been time-consuming to develop and require significant expertise. The goal of CORHEL-CME
is to provide routine CME models that can be used by the broader scientific community. The
tool has been designed to be relatively straightforward to use, but it also incorporates enough
details to produce sufficiently accurate results, including proper modeling of the pre-eruptive
state and early eruption phase. The latter is particularly important if the simulations are to
be used in modeling of Solar Particle Events (SPEs), since compressional fronts, formed by the
expansion of the CME, can accelerate particles at heights as low as 1.3 R, in the corona [30]. A
key component of CME simulations is specifying a pre-eruptive configuration, described in the
next section. CORHEL-CME is designed to allow the user to first investigate eruptions with the
B = 0 model, and, when the initial eruption properties are satisfactory, perform full Sun-to-1
AU simulations of the CME with the thermodynamic MHD model.

2.2.1.  Pre-Eruptive Configurations CORHEL-CME allows users to interactively perform
routine simulations of CMEs based on realistic pre-eruptive conditions. The TDM (Titov-
Démoulin modified) model [31] is an extension of the TD model [32], which has been widely
used to study pre-eruptive magnetic configurations (e.g., [33])

and as the initial condition for CME simulations (e.g., [34] 35 [36]). The TD model is an
approximately force-free equilibrium consisting of a toroidal MFR (partly submerged below
the photosphere) and a stabilizing (‘strapping’) potential field produced by a fictitious pair
of sub-photospheric monopoles. The TDm model employs the same MFR geometry, but was
designed such that the MFR can be embedded into an arbitrary, locally bipolar potential field.
This facilitates the modeling of CMEs whose source regions have a relatively simple magnetic
structure [29]. An earlier version of our tool, CORHEL-MAS-TDM, is available for runs on
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Figure 2. Main steps of modeling a CME with CORHEL-CME. See text for details.

request at NASA CCMC (https://ccmc.gsfc.nasa.gov/models/CORHEL~MAS-TDM~6.0)) and
provides 8 = 0 modeling of CMEs in realistic solar magnetic fields. To overcome the limitation
of toroidal geometry, CORHEL-CME uses the RBSL (Regularized Biot-Savart Laws) model
[37, 138]. This model contains an MFR of arbitrary shape, facilitating the modeling of complex
CME source regions that have elongated and curved polarity inversion lines (PILs). Fig. shows
a schematic of the model and its application to the “Bastille Day” eruption that occurred on
7/14/2000. Both CORHEL-MAS-TDM and CORHEL-CME allow the user to insert the MFRs
into a given background field without altering the observed magnetogram.

2.3. Web Interface

CORHEL-CME is delivered as two software packages: One package is a GUI-based web interface,
the other is the CORHEL modeling suite. The web interface was developed with a client-server
model using Django/Python and JavaScript. It is installed on a public-facing machine (a NASA
AWS instance in the CCMC implementation) and allows users to interact with the interface via
a web browser, eliminating the need for any local installation by users. The interface hides many
details of CME modeling, allowing users to focus on a few free parameters that characterize pre-
eruptive MFRs and their eruption. Once all parameters are selected, CORHEL-CME creates
two archive files for download. One file contains all information needed to repeat or modify a
previous interface session; the other contains the files and scripts needed to run a simulation
with CORHEL/MAS. The optimum specifics of the simulation (number of cores and grid points,
computational mesh, run-time of the simulation) are determined automatically.

The CORHEL modeling suite is installed on the computer where the MHD computations are
to be performed. In the CCMC implementation, the archive files are automatically transferred to
the computational node (at the present time, an 8-GPU NASA AWS Instance). The CORHEL
software contains scripts and macros for automatic diagnostics, which are provided as a self-
contained, interactive html page upon completion of the run (section .

3. CORHEL-CME Workflow

Fig.[2 visually illustrates the workflow for creating a CME simulation with CORHEI-CME. The
user is guided through these steps via a navigation page, shown in Fig. First (STEP 1), the
user selects the date and time of the CME to be modeled (Fig.[2(a)). The user is provided with
choices for an appropriate surface magnetic map for the relevant Carrington rotation. The user
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Step Overview

Welcome to CORHEL-CME. This is an interactive tool that allows one to model multiple CMEs as they erupt in the solar corona and propagate to Earth.

Follow these steps to create CMEs using our MHD models.

Step 1 Step 2 Step 3 Step 4

Map Selection Flux-Rope Creation Background Simulation CME Simulation

Select a date, time, surface Design a flux rope and explore its Create a coronal and interplanetary Model the eruption and evolution of
magnetic map, and CME source stability or eruptive behavior with a background solution for the CME CME(s) in the corona and inner
region(s). zero-beta simulation. simulation. heliosphere.

Enter Step 1 Enter Step 2 Enter Step 3 Enter Step 4
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Figure 3. Navigation page of the CORHEL-CME web interface. The user is guided through
the process via various steps that include magnetogram and source-region selection (Step 1),
RBSL flux-rope configuration (Step 2), Set-up of background models (Step 3) and final CME
simulation (Step 4).

can also select an existing coronal and heliospheric background solution at this point, if such a
solution is available in the database. In that case, the surface map from that solution is loaded
and used in the subsequent steps. After the data source is selected, it is then automatically
downloaded from the corresponding data provider, and the user selects the location of the CME
source region (typically an active region) on the map, as shown in Fig.(b)).

Next (STEP 2), the user designs an RBSL flux rope that is inserted into the CME source
region and provides the free magnetic energy required to power the CME (see Fig.(c)). This
step includes (i) the selection of a segment of the polarity inversion line (PIL) along which
the initial central section of the flux-rope axis shall be placed at an arbitrary height above the
solar surface, (ii) selecting the locations of the rope footprints and its thickness, (iii) further
fine-tuning of the axis geometry. The user can modify the axis path, guided by a side-view
of the strapping-field contours, as shown in Fig.(d). Once all these parameters are chosen,
a downloadable tar file is produced that contains all the necessary information and commands
to run a zero-beta simulation on a supercomputer. In the CCMC implementation, this file is
automatically transferred to the compute server to perform the run. The user can then perform
computationally inexpensive § = 0 MHD runs with varying field strengths to explore the stability
of the MFR, to find the threshold for eruption, and to explore the initial CME trajectory. These
runs can typically be completed in 10-30 minutes of wall clock time on multi-core or GPU
systems. As interacting CMEs are an important phenomena, CORHEL-CME allows a user to
implement multiple eruptions in multiple ARs, by proceeding through the steps repetitively.
Performing these types of calculations can greatly increase the computational requirements, so
the CCMC implementation presently limits this capability to two events in a single run.

STEP 3 provides the capability to produce a background solution for the corona and inner
heliosphere (technically, these are two separate calculations). These solutions are computed for
individual Carrington rotations, and are required for the Sun-to-1 AU CME simulation (Step
4). These background calculations are intentionally performed with a relatively low spatial
resolution, and are later re-meshed to high resolution for CME runs (see section. In the present
version, the user can choose between two empirical approaches for coronal heating (similar to
[6]), which are briefly explained in the corresponding interface tool tips. We expect this to be



updated with the WTD heating model (see section in the near future. The heliospheric
background calculation is fully automated and requires no user input. After the background
run finishes, the background solution (both corona and heliospheric) is added to the database,
which allows subsequent users to employ it in future calculations.

Finally (STEP 4), the user can perform a full Sun-to-1 AU CME run. This requires a
background solution for the Carrington rotation (corresponding to the time when the CME
occurred), to be present in the CORHEL-CME background-solution database. The user will
then select this solution during Step 1. If no such solution is present, the user has to perform
Step 3 first before he/she can proceed further. Once a background solution is selected, the user
continues to Step 2 to either construct a new flux rope or to “confirm” a previously constructed
one (which can be loaded into the interface by restoring the corresponding session), after which
he/she can directly go to Step 4 and start the CME simulation. No further input is required
in Step 4. Upon completion of each of these runs (zero-beta, background, CME), a tar file
that contains an extensive run report (see Section[d)) is automatically generated and can be
downloaded by the user.

4. Efficiency Considerations
An important goal for CORHEL-CME is
P _ to allow for real-world calculations with
?MEZ%E?Z:{ o2 moderate computational resources (presently
max=120 implemented on an 8-GPU card NASA AWS
instance at CCMC). This requires optimizing
the required steps in the calculations. The
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Figure 4. Flow chart showing the run pipeline
for modeling a single Sun-to-1 AU CME in the
corona and inner heliosphere. This corresponds
to STEP 3 and STEP 4 in Fig.[3

Global coronal simulations require days of
physical time to approximate the corona, but
only demand a few hours of computational
time if ARs are resolved coarsely. On the
other hand, detailed models of the pre-
event energized magnetic structure in the AR
require high resolution to account for specific
local features, where the magnetic field is

very strong. The local physical relaxation
time in the AR is short (minutes to hours) because the Alfvén speed is very high in these
magnetically dominated regions, These considerations have necessitated performing different
steps of the CORHEI-CME pipeline with different resolutions and flexibly transitioning
computed solutions between meshes of different resolution. We interpolate the simulation
variables with piece-wise monotonic splines (PCHIP) and analytic integral preserving functions
for the transition from one mesh to the other (a special procedure is used to obtain the vector
potential A, see Appendix A). We refer to this as re-meshing.

Re-meshing is used at several points in the run pipeline, as shown in Fig. (a time t = 1
corresponds to 24 minutes). For example, we compute the background simulation for the time
period of interest at low resolution, to minimize run time and data storage. If we performed
the background simulation at the resolution required to resolve important features of the AR
magnetic field, it greatly increases the computational requirements. Instead, we interpolate our
low-resolution simulation onto a higher-resolution grid, and insert the resolved active region into
this background solution, prior to incorporating the RBSL flux rope (section . (The B=0
flux-rope simulations are performed on the high resolution mesh.) This procedure is depicted
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Figure 5. Latitude-longitude map of B, boundary for low resolution background simulation of
the ambient corona around the time of the July 12, 2012 CME, together with the high resolution
active region that would be inserted and re-meshed for a CORHEL-CME simulation.

in Fig.fl We have found that, in practice, the local perturbations introduced by this insertion
resolve rapidly and do not greatly perturb the global coronal solution. There is minimal effects on
the subsequent propagation of the CME, as compared to a simulation that is performed entirely
at the higher resolution. We note that this re-meshing procedure differs from adaptive-mesh
refinement approaches, because the boundary condition is modified; we are effectively solving a
mathematically different problem from the one we started with. We are relying on the physical
effect that this change is local to a region and does not greatly influence the global solution.
We re-mesh again to an intermediate resolution after the initial eruption when the CME has
strongly expanded, to compute the propagation of the CME until it fully exits the outer domain
boundary of the coronal calculation at 30 R;. The subsequent evolution is then followed in the
heliospheric calculation, which is also performed more efficiently as a separate calculation.

5. Diagnostics Report

Numerical simulations of solar eruptions are typically difficult to interpret, especially if they
are performed with the thermodynamic MHD model. CORHEL-CME incorporates the Psiweb
Report Generator to create a self-contained interactive web report (as an HTML page), for
a quick look and assessment of the MHD simulations. The report generator sets up working
directories for each report, gathers report parameters from configuration files, and launches PSI’s
post-processing tools written in Python, Bash, and Fortran. After all analyses are performed
for a given report, a self-contained web document is generated using MkDocs (see https:
//www.mkdocs.org/)). Plotly’s javascript library (see https://plotly.com/javascript/) is
used for three-dimensional (3D) field line exploration, while the 2D slices and emission imagery
pages are driven with custom Javascript. The report is automatically produced and tarred for
download when a CORHEL-CME run has finished.
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Figure 6. Field lines displayed by the CORHEL-CME interactive visualization tool, showing
two flux ropes in the coronal simulation of the January 23, 2012 double-CME event. The plasma
density (scaled by the distance r2 from the Sun) in the subsequent interplanetary simulation,
shown in the equatorial plane from an interactive animation in the run report.

Fig.[6] shows excerpts from a report created for a simulation of the double CME event of
January 23, 2012. The report provides a drop-down menu so users can choose the set of variables
animated on a given page (Fig.[6|(a).) Movies of EUV and X-ray emission, as well as polarization
brightness (pB) as would be observed by different space-based instruments can be viewed from
different vantage points in the “emission” page (Fig.[6(b)). The field-line tool (Fig.[|c)) allows
users to plot different sets of field lines. The user can rotate the plot, zoom into an area, and
follow the evolution of the field lines via a time slider. The helio report (F ig.@(d)) provides an
interactive animation of various physical quantities in the equatorial plane (30-230 Ry). Time
series comparisons of the results with OMNI data can be obtained at the in situ page.

After completion of a run, the full MHD data from the simulation can also be obtained to
perform more detailed analysis.

6. Summary

CORHEL-CME allows users to simulate CMEs for observed events, in coronal and heliospheric
environments modeled with observed photospheric magnetic fields. A GUI interface allows users
to develop pre-eruptive configurations, and investigate stable flux ropes and eruptions in 8 =0
and full thermodynamic MHD. After completion of a run, a downloadable diagnostics report
is created with quick-look, interactive visualizations. CORHEL-CME has been designed to
operate with moderate computational resources, to allow more routine investigation of CME
events. More detailed simulations can subsequently be performed, if greater computational
power is available. This may be necessary for some types of scientific investigations. CORHEL-



CME is currently undergoing testing at NASA CCMC, implemented on NASA AWS. It will be
operational by the time of publication of this paper. In the future, we will combine CORHEL-
CME with the SPE Threat Assessment Tool (STAT, [39, [40]) to allow users to simulate solar
particle events.

Appendix A.

The MAS MHD code solves for Faraday’s law (advancement of the magnetic field), using the
vector potential A (B = V x A). In MAS, differential operators are formed on staggered
meshes to ensure that standard vector identities (e.g V - Vx = 0) are preserved to round-off
error. Among other advantages, this enforces V-B = 0 to machine precision in the calculations.
In re-meshing our solutions, the resampling of A from coarse to fine meshes (or vice-versa), can
produce unacceptable errors, even when higher-order, smooth methods like PCHIP are used.
This occurs because the current density J = V x (V x B) (normalized units), and the errors in J
directly impact the balance of forces. To obtain the re-meshed ARME with sufficient accuracy,
we perform the following steps:

(i) Remesh the original boundary field B,y onto the new mesh, solve to obtain the potential

field BPOtO.

(ii) Remesh to obtain the original B in the domain: BRMO,

(iii) Obtain the nonpotential part of the original B in the domain: BRME — BRMO _ ppot0,

(iv) Obtain the re-meshed JRME = v x BRME

(v) Insert the new boundary field (B,1) for the new mesh (e.g. insert the high resolution B, at
the boundary).

(vi) Solve for the potential field to obtain AP°*! and BP°*! (MAS employs a potential solver
that finds the vector potential for a V x B = 0 potential field).

(vii) Utilize the following gauge choice for A:

_ A -
A, 0 A, 1/ 1 0y
A=| A | =Vx| 0|+ 0 =], \sing dp . (A1)
Ay 0 0
_1oy
L r 00 .
then
ViA, =—J™ME g2y = BRME, (A.2)

Equations (A.2) are series of 2D solves at each radial slice in the coronal domain, that can
be performed rapidly with preconditioned conjugate gradient methods. This determines the
nonpotential portion of A (AP°"Pot) The desired ARME — Anonpot | Apotl
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